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 Availability  
• % of time an equipment is in an operable state ie. access information or 

resources  
• Availability = Uptime / Total time 

 Reliability 
• How long a system performs its intended function. 
• MTBF = total time in service / number of failures  

 Resiliency 
• The ability to recover quickly from failures, to return to 

its original form, state, etc. (just before the failure) 
 Therefore, a Highly Available (HA) system may not be Highly 

Reliable (HRel) or Highly Resilient (HRes) 
 A Fault Tolerant (FT) system is = Highly Available, Highly 

Reliable and Highly Resilient (state is preserved) 
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Three ways to provide Stateful FT in VNFs 

Applications / VNFs 

Operating Environment 

Hardware 

• Transparent – no code change 
• Fast & Simple Deployment 
• No special App Software 

• Very expensive 
• Inefficient utilization 
• Special Hardware 
• Rigid 

Applications / VNFs 

Operating Environment 
with Resilience Layer 

Hardware 

• Transparent – no code change 
• Fast & Simple Deployment 
• No special App Software – deploy any 
• No Special Hardware – use commodity 
• Multiple Levels of Resiliency Supported 
• Higher efficiency of resiliency – N+k 

 
 

• Higher efficiency may not be possible on 
very large monolithic Apps 

Applications / VNFs 

Operating Environment 

Hardware 

• App specific state can be 
Customized  

• Every App must be modified 
• Longer time to deploy 
• Complex 
• Rigid 

In the Hardware In the Applications In the Software Infrastructure 
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Pros 

Cons 



Lose Transactions Lose Reputation Lose Revenue Lose Customers 

Fault Tolerant Systems Never Stop 

Stateful Fault Tolerance = HA + HRel + HRes  
When Seconds Count… Loss of Revenue, Reputation, Safety, Life 

High Availability 

Stateful 
Fault Tolerant 
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May be a few seconds, minutes or hours 

Failure 

Original state is lost 

Original state is preserved! 
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The Right way: A Software Defined Availability (SDA) approach that is 
Transparent, Selectable, Agile and High Efficient  

Deliver Availability as an 
infrastructure service to virtual and 
cloud ecosystems 
 

Firewall MME IMS Web 
Server 
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Any application with any 
availability need with application 

transparency 

VNF-C 
Forwarding 

Element 

VNF-C 
Forwarding 

Element 

VNF-C 
Forwarding 

Element 

VNF-C 
Control 
Element 

Monolithic VNFs Componentized VNF 

Stateless Fast Path 
Forwarding Elements 

Stateful 
Control 
Element 

The Right Availability for Each Component 
 Stateful Control Elements can be Fault Tolerant or even 

Geo-Redundant 
 Stateless Fast Path Elements may be unprotected or 

Instant HA 
Highly Efficient 
 Maximum Resilience where it matters 
 Maximum Performance for Fast Path Forwarding 

 Transparent 
 Selectable 
 Agile 
 Highly Efficient 

 



Commodity 
High Volume 
Networking 

Virtualization 

L3 Routing 
L2 Switching 

 Optical 
Transport 

Commodity Hyper Scale 
COTS Computing 

Commodity 
High Volume 

Storage 

SDN 
Separates 

Control 
From 

Forwarding 
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Virtualized 
OSS/BSS 

Virtualized 
SDN 

Orchestration 

Decoupling with NFV 

Am Automated Virtualized Resilience Layer for NFV and SDN 
With Automated Stateful N+k Geo-Redundancy 

Page 6 Stratus Technologies  



Protected VM Operation - Statepointing 

Secondary Host 

SP N-1 

Fault 
Primary Host 

Guest Run 
Epoch N-1 

Guest Run 
Epoch N 

SP N-1 

SP N 

SP N 

Guest Run 
Epoch N+1 

Guest Run 
Epoch N+2 

Guest Run 
Epoch N+1 

SP N+1 

Third Host 
(created  
post primary 
failure) 

7 
Guest From 

Image 

SP N+X 

SP N+1 SP N+X 
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N+k De-Clustered Redundancy 
Each Server’s Apps (ABCD) Are Backed Up On 

Separate Servers 
Which could be anywhere in the Pool of Servers 

Stratus Technologies  



73%Utilization 

27%Resilency 
Reserve 

87%Utilization 

13%Resilency 
Reserve 

Secondary 
Shadow VMs Stand Up 

Reserve 
Capacity 

Stand Up can 
happen on other 
machines with 

Lower Priority Pre-
Emption 
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Primaries are “Live Migrated” to New Server to Balance the Load 
Yielding High Utilization, and Low  Additional Reserve Capacity 
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The SDA approach provides a highly resilient NFVI that 
accelerates the “Cloudification” of the Telco Network 

 Transparency  
• Software Defined, transparent Service Continuity, performed automatically by the 

infrastructure, without Application code changes 

 Selectability 
• Fully automated selectable levels of resilience to Cloud workloads, including High 

Availability and Fault Tolerance, with Geo-Redundancy 

 Agility and Simplicity  
• Deploy existing or new non-redundant VNFs as redundant fault-tolerant, with No 

complex code development, testing and support – for optimal partner ecosystem 

 Efficiency of Redundancy 
• Unlike traditional approaches for Fault Tolerance, which limit Utilization to sub-50%, 

get dramatic increase in Efficiency of Redundancy, at 80% to 90% 

Stratus Technologies  
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